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Abstract: A bearing fault diagnosis method
based on complementary ensemble
empirical mode decomposition (EEMD) and
kernel fuzzy c-means (KFCM) algorithm is
proposed to address the difficulties in
feature extraction and fault diagnosis of
wind turbine gearbox vibration signals.
Based on empirical mode decomposition
method, complementary ensemble empirical
mode decomposition is proposed for the
decomposition of gearbox vibration signals,
obtaining multiple intrinsic mode functions.
By calculating the sample entropy of the
intrinsic mode function components as
feature vectors, the kernel fuzzy c-means
algorithm is used to achieve gearbox fault
diagnosis. The experimental results show
that the proposed method can effectively
identify gearbox faults. In order to verify
the progressiveness of the proposed method,
the proposed method is compared with
other methods. The experimental results
show that the proposed method has higher
fault diagnosis accuracy, which verifies the
progressiveness of the proposed method.
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1. Introduction
The gearbox in wind turbines is an important
mechanical component, and the gearbox
mechanism is the most widely used
transmission device in modern machinery,
with advantages such as compact structure,
high reliability, and high transmission
efficiency. As an important mechanical
component of wind turbines, the gearbox is of
great significance for fault diagnosis[1-3].
The vibration signal of the gearbox is a typical
nonlinear signal and has strong non stationarity.

At present, traditional signal analysis methods
include wavelet analysis, empirical mode
decomposition, ensemble empirical mode
decomposition, etc. The effectiveness of
wavelet analysis methods in signal processing
is limited by the selected wavelet basis
function, so the effect is not stable[4].
Although the empirical mode decomposition
method does not require the selection of
wavelet basis functions, it has strong mode
aliasing and endpoint effects[5]. Ensemble
Empirical Mode Decomposition (EEMD) has a
certain suppression effect on mode aliasing by
adding white noise to the original signal, but it
does not completely eliminate mode aliasing
and endpoint effects[6-9]. Complementary
ensemble empirical mode decomposition is an
improved algorithm based on EMD, which is
not only suitable for processing non-stationary
and nonlinear signals, but also effectively
suppresses mode confusion caused by EMD
methods. Compared with ensemble empirical
mode decomposition, its computation time is
shorter. Based on this, this article applies the
Complementary Ensemble Empirical Mode
Decomposition (CEEMD) method to feature
extraction of gearbox vibration signals.
Due to the fuzziness of gearbox fault
characteristics, this paper introduces the fuzzy
c -means clustering algorithm into the fault
diagnosis of gearboxes. Using the kernel fuzzy
c -means (KFCM) clustering algorithm with
better clustering performance combined with
sample entropy, clustering diagnosis of
gearbox faults is carried out.

2. CEEMD
Add noise signals to the original signal in two
different ways to obtain two new signals.
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Where, )(tnm is the added white noise, and

)(tcm
 and )(tcm

 are the signals after adding
white noise. The Intrinsic Mode Function (IMF)
components obtained by decomposing the

)(tcm
 and )(tcm

 signals using EMD method
are:
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In the equation, )(1 tc and )(1 tc are the
signals of the original signal after the first
addition of white noise. After EMD
decomposition, h IMF components of these
two signals are obtained. The IMF obtained by
decomposing the signal containing added and
subtracted noise into a set of IMF components
is:




 


h

j

mjmj
m

tctc
tc

1

,,

2
)()((

)( (3)

The vibration signal )(tx extracted from the
rolling bearing can be expressed as the sum of
each IMF component and the residual )(tr .
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3. Sample Entropy
Sample entropy is an improvement on the
approximate entropy algorithm and is currently
a widely used method for calculating entropy
eigenvalues[10-12]. Sample entropy is also a
measure of time series complexity. The smaller
the sample entropy value, the lower the time
series complexity and the higher the self
similarity. Usually used in the field of fault
diagnosis. The calculation steps for sample
entropy for the original vibration signal with

 jxxxxx ,,, 321 and Lj ,,2,1  are as
follows:
1. Form a set of ordinal numbers into a phase
space with dimension m , resulting in state
vectors ),,( 11  mLiii xxxx  and

1,,2,1  mLi  .
2. Calculate the distance (the one with the
largest difference between the two
corresponding elements).

)max( 11   jiij xxd (5)

Where, mLji  ,2,1, and ji  .
3. Assuming a threshold ）＞0(r is set, the unit
step function )( ijdH  can be used to
calculate the proportion of state vectors that
are similar to the given state vector ix .
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4. Solve for all )(rBm
l and then take the

average of them.
5. Increase the dimension to 1m and repeat
steps 1 to 3 to obtain )(1 rBm

i
 .

6. When L is a finite value, the sample
entropy of the signal sequence is obtained as:

)(1ln)(ln),( rBmrBmrmSampEn  (7)

4. KFCM Algorithm
The KFCM clustering algorithm changes the
distance function of fuzzy c -means clustering
through the kernel function, and its objective
function is defined as[13,14]:
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Where, i is the clustering center of the
clustering data, c is the number of categories
in the clustering, n is the number of samples
participating in the clustering, iju is the
membership degree of the i-th category
corresponding to the j-th sample, and

10 ＜＜ iju , m is the fuzzy index. In this paper,

we take 2 and ),( ji xK  as Gaussian radial
basis functions.

22/),(  ixj
ji exK  (9)

Regarding membership degree, the following
constraints must be met:
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The iterative formula for membership degree
and cluster center derived from the necessary
conditions of Lagrange extremum is:
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The membership matrix is:
ijujiU ),( (13)

The specific steps of the algorithm are as
follows:
1. Initialize U , Gaussian radial basis
parameter  ; The number of clusters c (in
this article, 4c , i.e. normal, broken teeth,
worn, and pitting). Fuzzy index 2m ,
convergence accuracy 0001.0 , iteration
count 0k ; Initial cluster center matrix V .
2. Calculate KU using equations (11) and (13).
3. Calculate i using equation (12), where

1 KK .
4. Repeat steps 2 and 3 until termination
condition ＜1 KK UU is met.

5. Fault Diagnosis Method for Gearbox
Based on CEEME and KFCM
1. Firstly, collect the vibration signal of the
gearbox.
2. Perform CEEMD decomposition on the
collected vibration signal to obtain several
IMF components, and select the first n order
components with more fault features, where

6n in this paper.
3. Calculate the sample entropy of the first n
IMF components and form a feature vector as
the clustering sample.
4. Randomly select one set of samples from
each of the four working states of the gearbox
(normal, broken teeth, abrasion, and pitting),
and use known fault samples as labels to
determine the fault diagnosis results.
5. Cluster the samples using the KFCM
method to obtain the final fuzzy membership
matrix U . Cluster them using the maximum
membership method.
6. Determine unknown fault types. Samples
that are classified into the same category as the
labels of known sample faults, and whose fault
types are consistent with those of known
samples.

6. Experimental Analysis
The data in this article comes from the fault
diagnosis platform of a certain electrical group.

The experimental platform consists of a fan
gearbox, a variable speed drive motor,
bearings, sensors, a speed regulator, and a
spindle. Through installation and debugging,
various faults of the gearbox can be simulated.
Set the sampling frequency to 2000 × 2.56Hz,
and collect 25 sets of normal, broken, worn,
and pitting vibration signals each at a speed of
880r/min and a loading current of 0.1A
through an accelerometer, for a total of 100
sets. Taking the vibration signal of a gearbox
with broken teeth as an example, the
acceleration waveform of the vibration signal
is shown in Figure 1.

Figure 1. Acceleration Waveform of
Vibration Signal

To verify the effectiveness of the method
proposed in this article, both CEEMD and
EMD methods were used to decompose the
vibration signal of the gearbox, obtaining a
series of IMF components. The effectiveness
of modal decomposition was measured by
three indicators: completeness, orthogonality,
and the number of IMF components. The
completeness index measures the
reconstruction error of empirical mode
decomposition, and a small index indicates
good completeness of the reconstruction.
Orthogonality is used to measure the degree of
component mode mixing, and the smaller the
value, the lower the degree of mode mixing
and the better the decomposition effect. The
specific values of the completeness,
orthogonality, and number of IMF components
of the EMD and CEEMD decomposition of
gear box tooth breakage signals are shown in
Table 1.
Table 1. Comparison of EMD and CEEMD

Methods
Index Completeness Orthogonality Number of IMF

components
EMD 5.986 0.048 9

CEEMD 4.583 0.007 6
As can be seen from Table 1, the completeness
of CEEMD decomposition of gearbox is
slightly better than that of EMD, and the
orthogonality index value of CEEMD
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decomposition is far less than that of EMD
decomposition. The number of components of
CEEMD is 6 and that of EMD is 9, which
reduces the number of components. It can be
shown that CEEMD algorithm is more
complete than EMD algorithm, and it can also
improve modal aliasing. The vibration signals
of gearbox decomposed by EMD and CEEMD
are obtained respectively, and the sample
entropy of the first six components is
calculated as the feature vector of feature
recognition. The sample entropy of EMD and
CEEMD under the same group of samples
under four conditions of gearbox is shown in
Table 2 and Table 3.
Table 2. IMF Component Sample Entropy

of EMD Decomposition
CategoryNormal Broken teeth AbrasionPitting
IMF1 1.638 1.684 1.719 1.673
IMF2 1.723 1.734 1.842 1.783
IMF3 1.142 1.231 1.431 1.012
IMF4 0.612 0.641 0.914 0.463
IMF5 0.351 0.315 0.412 0.385
IMF6 0.154 0.185 0.174 0.124

Table 3. Sample Entropy of IMF
Components Decomposed by CEEMD

CategoryNormal Broken teeth AbrasionPitting
IMF1 0.387 0.336 0.824 0.364
IMF2 0.156 0.136 0.378 0.188
IMF3 0.082 0.094 1.431 0.081
IMF4 0.032 0.051 0.091 0.053
IMF5 0.005 0.009 0.012 0.008
IMF6 0 0.001 0.004 0.002

The form of sample entropy from IMF1 to
IMF6 is ]6,2,1[ SampEnSampEnSampEn  .
Taking CEEMD sample entropy as an example,
the eigenvectors under normal conditions are
[0.387, 0.156, 0.082, 0.032, 0.005, 0]. All
feature vectors are calculated to form a feature
vector set, that is, clustering samples are
obtained.
This experiment is conducted using four
methods for comparison, namely EMD-FCM,
EMD-KFCM, CEEMD-FCM, CEEMD-
KFCM. To verify the effectiveness of the
CEEMD-KFCM algorithm, two different
vibration signals were collected for
experiments. Experiment 1 shows the vibration
signal of the gearbox at a speed of 880r/min
and a loading current of 1A, while Experiment
2 shows the vibration signal of the gearbox at a
speed of 880r/min and a loading current of
0.05A. The experimental results are shown in

Table 4.
Table 4. Comparison of Experimental

Results
Category EMD-

FCM(%)
EMD-

KFCM(%)
CEEMD-
FCM(%)

CEEMD-
KFCM(%)

Experiment
1 92 94 96 99

Experiment
2 87 93 99 100

According to Table 4, compared to EMD
sample entropy, using CEEMD decomposed
sample entropy as a feature vector can better
reflect the fault characteristics of the gearbox.
Compared to FCM algorithm, KFCM
algorithm has better fault clustering effect.
Among the four methods, CEEMD-KFCM
algorithm has the best effect on gearbox fault
diagnosis.

7. Conclusion
This article focuses on the nonlinear and non-
stationary characteristics of the vibration signal
of the wind turbine gearbox. The CEEMD
algorithm is used to decompose the signal into
IMF. By comparing with the traditional EMD
algorithm, the superiority of this algorithm in
gearbox fault extraction is verified. According
to the principle of sample entropy, the sample
entropy of IMF components is used as the
feature vector for fault recognition, and its
effectiveness in fault recognition is
demonstrated through experiments. Aiming at
the fuzziness of gearbox fault characteristics,
the KFCM algorithm, which is more suitable
for handling nonlinear problems, is introduced.
Combined with the CEEMD algorithm, a
gearbox fault recognition algorithm CEEMD-
KFCM is proposed. After analyzing the
experimental results, the effectiveness of the
algorithm is verified, and a new idea is
proposed for vibration signal processing and
fault diagnosis of wind turbine gearboxes.
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